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1 Introduction

The possibilities of transmission, storage and pro-
cessing digital information are growing constantly.
It is because of rapid development of data storage
and communication technologies, e.g. Internet.

A large part of digital information is multimedia
information (MMI) which includes text, graphical,
video and audio kinds of information. Effective use
of MMI demands appropriate algorithms for pro-
cessing large amounts of data.

Unlike texts and discrete data, graphical and
video information cannot be reproduced by a human
without special technical means. That is why meth-
ods, designed for text or discrete information pro-
cessing, cannot be used effectively for major kinds
of MMI processing, including storage and retrieval.

As a result at present associative retrieval of in-
formation is attracting scientists’ attention. Ac-
cording to explanatory dictionary association is the
bond, which appears in certain conditions between
two or more mental formations (feelings, motive

acts, perceptions, ideas, etc.). Associations are dis-
tinguished by contiguity (in space or time), similar-
ity and contrast. The term was introduced by J.
Lokk (1698). By the term “the associative retrieval
of information” retrieval of sought information us-
ing semantic bonds, not exact coincidence of the re-
trieval request with the results of the retrieval, i.e.
the retrieval of information similar in some specific
way to information containing in the request.

Here we will briefly review some results obtained
in the realm of associative information retrieval sys-
tems.

In [1] the system for the associative retrieval
of images called “Blobworld” is presented. This
system divides images into specific regions called
“blobs”, which are mostly coincident with the ob-
jects on the image. Each image’s partitioning is rep-
resented as a composition of several regions, which
are approximately homogenous with respect to tex-
ture and colour. A region is described by the colour
distribution and texture. Algorithms of segmenta-
tion are completely automatic and do not require

Nonlinear Phenomena in Complex Systems, 4:1 (2001) 1 - 2 1



2 A.M. Didovyk and K.V. Zakharchenko: Chaos-based Associative Retrieval and Identification . . .

any tuning of the parameters or any manual selec-
tion of the regions. To carry out retrieval one pro-
vides an image, the system divides it into the regions
and after it one should point at regions he or she
wants to use as information for carrying out the re-
trieval. As a consequence images containing regions
similar to ones pointed at earlier will be found.

QBIC system [2] (Query By Image Content):
the system for storage of and retrieval in large
arrays of images. It exploits images’ contents
to make up retrieval requests. This system af-
fords an opportunity to make up retrieval requests
based on outline, shape, texture, colour distribu-
tion and image elements arrangement. The system
carries out retrieval as an approximate correspon-
dence to provided criteria. The set of parameters
characterizing provided criteria is represented by
multy-dimensional vector in non-Euclidian parame-
ters space. Thus similar images are characterized by
proximity of corresponding parameter vectors in the
space. A metric of the described space which con-
siders peculiarities of the parameters is proposed. It
is shown that its general form is quadratic form. It
is asserted that images which do not correspond to
provided retrieval criteria may appear on the “out-
put” of the system, nevertheless all sought images
will be present on the “output”.

The one is afforded an opportunity to make up
two kinds of requests:

1. “direct request”, when in “input” of the sys-
tem desired combination of colour, shape and tex-
ture is provided directly, i.e. by choosing colour
from a palette, drawing outline by hand etc.

2. “request by example”, when a set of param-
eters is taken from an image provided by a user of
the system.

In the work general retrieval principles as well as
problems of optimization of the system with respect
to processor time used and number of disk opera-
tions made are considered.

“Forget-me-not” system [3]: the associative re-
trieval system for storage, recording and retrieval
of the text information. Software complex “Forget-
me-not” is designed for processing (recording, re-
trieval and visualization) unstructured facsimile
copies of documents and text documents in 32-bit

Windows family operating systems. While dealing
with facsimile copies optical character recognition
must be done beforehand i.e. the text of the docu-
ment which will be used for retrieval must be cre-
ated. The aim of the system is to compile fascimile
archives of unstructured documents and to provide
easy and convenient access to them, supplied with
an ability of searching documents using natural lan-
guage requests (including specific position within
the document). In contrast to majority of search
systems which use keyword requests (keywords with
logical relations), here the search system is oriented
to use rather large document fragments or even the
whole document as a request. Therefore, the re-
sult of the search is not documents containing the
request word (perhaps, in all its forms), but the doc-
uments that are most close by content to the docu-
ment of the request. The search technology is based
on the ideas of complex dynamics of nonlinear sys-
tems. Here the information image is unambiguously
related to a periodic motion of the dynamic system
which is the information “storehouse”. Incoming
text documents are converted by means of the Box
Manager, which is a part of the “Forget-Me-Not” in-
formation system, into a dynamic archive – storage
of the text information images. During analyzing
incoming documents, the system creates an artifi-
cial language related to the contents of the stored
documents. Combination of this language and the
dynamic system provides content-sensitive (associa-
tive) search for information.

Besides systems described above, there is a num-
ber of other associative search systems (e.g. [4–7]).

In this work approach to recording, storing and
associative retrieval of multimedia information is
proposed. For this purpose a method for recording
and storing information on trajectories of nonlinear
dynamical systems is used.

Principles of recording, allowing retrieval of de-
sired record from a database of audio records by an
arbitrary piece of the record, are proposed. Meth-
ods for optimization of the proposed principles by
CPU time and amount of memory used are devel-
oped.

Described principles are implemented in Matlab
software environment. The results of investigation
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of the proposed algorithms are given and analyzed.

The structure of the article is following: in a part
2 a method for recording and storing information on
trajectories of nonlinear dynamic systems is consid-
ered; in a part 3 a problem of preparing data for
storing it on the trajectories of dynamical system
is considered; in a part 4 principles of audio data
recording and retrieval are described; eventually in
a part 5 the software complex realized in Matlab
environment is presented.

2 Dynamical systems based asso-
ciative memory

The procedure for storing and retrieval information
on the basis of limit cycles in one-dimensional dy-
namical systems was introduced in [8] and [9] and
further developed in [3,10–12]. Here is a brief de-
scription of the method. Let

a1a2...an (1)

be a given sequence of symbols (called an infor-
mation block), each element ai of which belongs to
an alphabet composed of N symbols (in our case
256). A one-dimensional map of an interval into it-
self is designed for this sequence. The map is chosen
such that it possesses a stable limit cycle of period
n, the iterates of which are in mutual unambiguous
correspondence with the elements of the sequence
(??). In the simplest case, each element of the al-
phabet is related to its own value of the mapping
variable and to an interval of the mapping variable
of the length 1/N [8], [9].

Similarly, a map with a few stable limit cycles
can be formed, whose elements are unambiguously
related to the elements of the corresponding stored
sequences (fig. 1).

The information storage capacity of this system is
quite limited. For example, two strings which con-
tain at most two equal symbols cannot be stored si-
multaneously. To overcome this limitation the con-
cept of storage level is introduced, and a map is de-
signed in which each value of the mapping variable
corresponds not to a single element of the sequence

� � � � � � � � � 	 


�

�

����

�����

�����

�����

FIG. 1. Word “bed”, stored on 1D map

(??) but to q consecutive elements [8], [9] (fig. 2).
Retrieval of information in this case is performed by
setting the initial condition within one of the seg-
ments on the unit interval [0, 1] corresponding to a
fragment of an information block which is q sym-
bols in length, iterating the map from this initial
condition, and by then transforming the sequence
of numbers back into a sequence of symbols.

Such a generalization of the map design pro-
cedure enables one to store arbitrary symbol se-
quences in which there are no coinciding fragments
containing q or more common elements. Otherwise,
storage at this level is impossible. A natural way to
overcome this limitation is to use a higher storage
level, but this way leads to other restrictions. Ac-
tually, as the storage level increases, the length of
the information intervals in the map decreases, thus
forcing us to proceed from ordinary precision calcu-
lations to special high-precision calculations with all
the corresponding problems (deceleration of calcu-
lations, increased memory requirements, etc.).

The problem of storing arbitrary sequences can
be solved by means of a special coding procedure
[5,10–12] which we describe briefly below. Let the
sequences be stored at a q-th level, and let them
contain a few identical fragments of length q. A
new generalized element representing this fragment
is added to the alphabet and all inclusions of this
fragment in the sequences are replaced by the new
element of the alphabet. If, upon the next presen-
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tation of the sequences (using the newly added el-
ement of the alphabet), identical fragments of the
length q are once again found, they are replaced
by another new element of the alphabet. Alpha-
bet extension is continued until the stored informa-
tion sequences contain no repeating fragments of the
length greater than or equal to q.

This encoding procedure allows arbitrary infor-
mation blocks to be stored at any level beginning
with level 2.

For example let us consider in details the proce-
dure for storing two sequences “abc...dxyw...” and
“cde...kxyz...” made up of symbols from the Latin
alphabet. Let the storage level be q = 2. Let us take
the first fragment of the first information block “ab”
and look through the sequences. If there is no other
inclusion of this fragment, the next fragment “b”
is taken and the search is repeated. Let a fragment
“xy” which occurs at i-th step be encountered again
in the sequences. Then a new element β = “xy” is
added to the initial alphabet, and every “xy” in the
sequences is replaced by β. The sequences now look
like: “abc...dβw...” and “cde...kβz...”. Then the
search process for identical fragments is repeated
begining with the fragment “βw”. If other frag-
ments are found to be repeated in the sequences
then a new element is added to the alphabet for
each such occurrence, and corresponding substitu-
tions are made. The process finishes when the last
fragment of the second sequence is reached. As a
result, a new extended alphabet is formed. The
original sequences expressed in this alphabet now
contain no repeating fragments of the length greater
than or equal to q. The number of computer oper-
ations necessary to form the new alphabet and to
represent (to encode) the original sequences with it,
is proportional to the square of amount of stored
information, i.e., for an amount L of stored infor-
mation, the number of operations is ∼ L2.

Now let us consider the problem of retrieval of
information recorded using described above scheme.
The problem of information retrieval using a frag-
ment represented in initial alphabet may be solved
in the following way. When the fragment of the se-
quence is represented using initial alphabet it is nec-
essary to convert it into extended alphabet. Then
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FIG. 2. Word “bed” stored on 1D map, q = 2

the new, with respect to initial, elements of the ex-
tended alphabet are sequences of initial alphabet.
It may seem that to convert a produced fragment
it is necessary to compare all its information blocks
of the length q with the extended alphabet’s ele-
ments and to carry out appropriate substitution in
the case of their coincidence. However it is not quite
so: the typical situation is that the beginning of the
produced (sought) fragment, which is represented
using initial alphabet, being encoded sufficiently is
not coincident with the beginning of the first ex-
tended alphabet’s encoding element. Therefore the
problem of retrieval of entire information sequence
by its fragment is non-trivial. It may be solved in
the following way. Let

b1b2...bk (2)

be a fragment of the sequence of the length k
being retrieved, which is specified using initial al-
phabet. For specificity, further it is assumed that
recording is done using level 2, i.e. q = 2.

Let us consider first two elements of the produced
fragment b1b2. If the element c1 = b1b2 exists in the
initial alphabet, then substitution in the fragment
(??) is made.

c1b3...bk (3)

In the presence of another such pairs of elements
in (??) they are substituted by c1 again. If there
is no element c1 = b1b2 in the extended alphabet,
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then the pair b2b3 is examined repeating the pro-
cedure and so forth. In the first case when ele-
ment c1 = b1b2 was found presence of the element
c2 = c1b3 in the extended alphabet is examined and
so on. The result of such procedure is a certain
representation of the produced fragment using ex-
tended alphabet. Important quality of such repre-
sentation is that even if the beginning of produced
fragment is not coincident with the beginning of one
of additional elements of extended alphabet, pro-
vided sufficient encoding, (it is a typical case), the
first information block of the produced fragment,
which corresponds to a full extended alphabet’s ele-
ment, provided sufficient encoding, will be encoded
correctly.

In fact, let b1...bl is the informayion string which
contains only a piece of an element of the ex-
tended alphabet provided sufficient encoding. The
representation of this string in extended alpha-
bet is equivalent to “garbage” – a sequence of ex-
tended alphabet’s elements d1...di, which is absent
in corresponding recorded information block being
represented in its extended alphabet. The string
bl+1...bl+g is the first corresponding to the extended
alphabet’s element h1. The elements h2h3 imme-
diately following h1 are thus correctly encoded el-
ements. However in the end of the produced frag-
ment some elements of the initial alphabet consti-
tuting only a part of an element of the extended al-
phabet may appear being encoded sufficiently. Be-
ing encoded they result in “garbage”.

It is important to note that once-only fragment
encoding is sufficient to realize associative retrieval
algorithm. It is due to uniqueness of additional
extended alphabet’s elements and therefore vanish-
ingly small probability of the incidental appearance
of their combinations in the produced fragment.

Representation of the produced fragment us-
ing extended alphabet is the first step of the al-
gorithm for information retrieval under described
above method of recording. The second step of the
algorithm consists in examination of the fragment,
represented in extended alphabet, for existence of
informative sections corresponding to elements of
this representation on the map. For that it is ver-
ified if some informative section corresponds to a

first pair of elements of the fragment. In the case
of positive answer, a verification of yet 4 next ele-
ments coincidence is performed. And if all of them
are present on the map one after another a conclu-
sion that the sought fragment is stored on the map
is drawn.

In a general case the fragment begins with ele-
ments d1...di which correspond to “garbage” and do
not correspond to any informative segments. There-
fore the verification yields a negative answer and the
procedure is repeated again starting with d2, and so
forth until finally h1h2 sequence will be considered
and the coincidence of the next 4 elements will take
place.

General properties of dynamical systems as infor-
mation storage are following:
• high capacity;
• capability of entire information block retrieval

by its arbitrary small fragment;
• the number of separate information blocks

which may be stored on the dynamical system cor-
responds to the number of limit cycles of this dy-
namical system;
• quadratic dependence of recording time on vol-

ume of information being recorded;
• logarithmic dependence of the retrieval time on

volume of information recorded.

3 Audio data representation

The human’s ear perceives analog signal, but to pro-
cess it using a computer or to record it on CD it
must be digitalized. At present there are some stan-
dards of sound digitalizing, which are distinguished
by a sampling frequency and by the number of bits
per sample.

In widely present audio processing systems sam-
pling frequencies of 44.1 and 48 kHz are used as a
rule. The most widely used number of bits per sam-
ple is 16 which results in a limit signal to noise ratio
of 96dB.

In professional equipment higher resolutions are
used: 18-, 20-, 24- and 32 bits per sample quantiza-
tions with the 56, 96 192 kHz sampling frequencies.
It is done to preserve high harmonics in audio sig-
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nals, which are not perceived by an ear directly, but
have an influence on an overall sound image.

To digitalize more narrow-band signals and less
qualitative signals a sampling frequency and the
number of bits per sample may be reduced; for in-
stance in telephone lines 7- or 8- bit quantization
with a 8..12 kHz frequency is used.

At present the most widely used standard is 16
bit 44.1 kHz, e.g. musical compact discs use this
standard. In this form 1 minute audio record will
occupy 9Mb in digital form – one 74 minutes CD
contains 650Mb of digital data.

To lower volume of data stored compression with
a partial loss of information is used. At present a
lot of standards of such compression are present,
but the most common is MPEG Layer-3.

This compression method is based on the fact
that human’s ear is not ideal and in initial sound
(e.g. CD-audio record) a lot of extra information
is contained. The compression algorithm removes
those signals which are inaudible or mostly inaudi-
ble for human. For example, if in addition to a
strong audio signal a weak signal with a close fre-
quency is present it will not be audible for human’s
ear. In a same way a human ear’s perception is
weakened for the certain time interval after and be-
fore an appearance of the strong audio impulse. In
the psychoacoustic model used in the MPEG com-
pression method total frequency spectra of initial
audio is divided into parts in which signal level is
considered to be constant; the signals inaudible by
our ear are removed taking into account principles
described above.

The MPEG method is quite flexible. It may be
used to compress sound with a wide range of com-
pression rates (approximately from 1:4 to 1:40) and
wide range of sampling frequencies.

At present the most widely used compression
standard is 16bit 44.1kHz 128kbps (i.e. the com-
pression is 1:11), thus 1 minute is about 1Mb of
data.

The input data for MPEG coders is uncom-
pressed digital audio in PCM form (e.g. PCM WAV-
file format). The compressed data will appear as a
file on the output of a coder. This file has a lin-
ear structure, i.e. each its arbitrary fragment (with

a lower limit by duration – a fragment cannot be
shorter than one frame, a quant of encoded audio
in MPEG format) will be a valid MPEG file.

To play compressed file appropriate decompres-
sor, which uses MPEG file as input and sends un-
compressed PCM audio data to audio card must be
used.

4 Audio data recording and re-
trieval

Designed by present software complex Forget-me-
not [3] based on the method for recording and stor-
ing the information on the trajectories of the non-
linear dynamic systems works in the following way:
• entire information contained in n files, is

recorded onto one map;
• search request is a text string which is presented

to the search program;
• an answer is a file containing sought string or a

negative answer.
Such scheme of encoding of audio signals is dif-

ficult to use because of large volume of multimedia
information compared to the volumes of text infor-
mation which is usually used.

Therefore the following scheme will be used for
processing audio information:

1. For each audio record to be put into the
database information pattern, which volume is
much smaller than that of initial audio record, is
created. (The procedure of creation of such a pat-
tern is described below);

2. Each information pattern created is being
written into a separate map;

3. On a basis of the retrieval request, which is
a fragment of audio record, information pattern, is
created in the same way it was created in item 1; it
is presented to the search program;

4. The search program will retrieve presented
fragment through all maps in series;

5. The result of the search is information pattern
from those written in the database or a negative
answer of the system;

6. Information pattern is associated unambigu-
ously with the audio record for which it was created.
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Using this bond the full name of the file containing
found audio record is restored;

7. Audio record is now reproduced.

5 Software implementation

For the practical check-up of the proposed ideas the
software complex in Matlab environment was devel-
oped and created. It consists of two main blocks: a
recording block and a search block.

Creation of information pattern is performed in
the following way: from the file containing audio
record the sequence consisting of each n-th byte is
selected. This sequence is considered to be infor-
mation pattern. The volume of such pattern will
be n times and the recording time will be n2 times
smaller than those of the initial file.
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Created information pattern is the one recorded
onto a map. A map is represented by a matrix and
recorded into a separate file along with its extended
alphabet.

The second module is a search program. A search
request is an arbitrarily small fragment of an audio
record. Retrieval is performed for all information
patterns in series.

On a basis of retrieval request information pat-
tern is created and represented in extended alpha-
bet. The presence of substrings of the information
pattern on each map is verified. If at least one such
substring is present on at least one map, retrieval is
considered to be successful.

Performance of the complex was examined in this
work .

As it was expected (part 2), the recording time
depends on the length of the record, i.e. on volume
of information being recorded, quadratically (fig.
3). An average length of audio record is 2 – 2.5 Mb.
An average recording time of such audio record is 40
– 80 minutes. Taking into account nonoptimality of
Matlab software environment, using which the com-
plex was realized the time of recording one audio
record in the same complex realized using C/C++
will be 2 – 3 minutes. As a part of the check-up
more than 40 records of various lengths with total
duration about 80 minutes were written.

An average retrieval time in the described above
database was 2.5 – 3.5 minutes, 3 – 7 seconds for
C/C++ realization. Retrieval time increases lin-
early with respect to the length of the database.
An unambiguous identification of an audio record
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is reached even if its length is about 0.1 second.
The length of the map increases practically lin-

early with respect to the length of the file being
recorded (Fig. 4). Compression ratio, i.e. map
length to the initial information pattern ratio, for
the records with lengths about megabyte is 1.5 – 2
(about 1.75 for 2 – 3Mb file, fig.5). The length of
the extended alphabet increases with an increase of
a file being recorded, and for 2 – 3Mb file it gives
25 – 30 thousand symbols.

6 Conclusions

Principles of recording and storing allowing retriev-
ing the desired record from the database of audio
records by an arbitrary piece of the record we are
looking for are proposed.

For experimental check-up of the proposed prin-
ciples in Matlab software environment software the
complex for associative retrieval of audio informa-
tion, allowing audio record retrieval by its arbitrary
small fragment, was developed and realized.

The methods of optimization of the used algo-
rithms, which allowed substantial reduction of de-
manded system resources, were proposed.

Developed complex may be considered as a proto-
type of a system for storage, fast retrieval and pro-
cessing of audio information in the corporate net-
works and Internet.
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