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Abstract—In this paper, we consider the development of a mathematical apparatus for logic programming of
intelligent agents for searching, recognizing, collecting, and analyzing information on the Internet. The prob-
lem of ensuring soundness and completeness of logical inference in the dynamic environment of the Internet
under the conditions of permanent update and revision of information is discussed. For logic programming of
the Internet agents, we propose a new mathematical apparatus based on the principle of repeatedly proven sub-

goals.

INTRODUCTION

Internet agents are programs that automate retrieval,
recognition, extraction, and analysis of information on
the Internet; these factors take account of the needs and
goals of an individual user (or a group of users). They
differ from the widely used retrieval systemsin thefol-
lowing:

(1) agents can autonomously operate during long
periods of time (days, weeks, or more);

(2) once created, an agent can be used many times
(like any other program), whereas a request to a
retrieval system causes asingle operation of data acqui-
sition.

To date, there has been no generally accepted defini-
tion of intelligent agents. Usually, however, programs
that are autonomous, reactive (i.e., react to external
stimuli), proactive (e.g., capable of planning further
actions), and exhibit a socia behavior (if there are
many agents in a system) are called intelligent agents
[1,2].

One of the most interesting and promising
approaches to programming Internet agents is logic
programming of agents [1, 3]. This approach has good
prospects, because the ideology and principles of logic
programming are very convenient for searching, recog-
nition, and analysis of unstructured, poorly structured,
and hypertext information [7, 9]. Many ideas and meth-
ods of logic programming of Internet agents based on
various modifications and extensions of Prolog and
nonclassical logic (linear, modal, F-logic, etc.) were
developed during thelast decade[1, 3, 7]. Nevertheless,
there is ill no mathematical apparatus providing
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sound and complete operation of logic programs in the
dynamic Internet environment (i.e., under conditions of
permanent update and revision of information). To
solve this problem, we have created a mathematical
apparatus based on the principle of repeatedly proven
subgoals.

THE IDEA OF MATHEMATICAL APPARATUS

Our mathematical apparatus for logic programming
of Internet agents includes:

(1) A model of intelligent agents that operate in a
dynamic environment;

(2) A declarative (model-theoretic) semantics of
agents,

(3) Control strategies for executing logic programs
(Internet agents) that are sound and (under some condi-
tions) complete with respect to the model-theoretic
semantics of these agents.

Within the framework of our model of intelligent
agents, an Internet agent (or a group of interacting
Internet agents) is alogic program controlled by a spe-
cia strategy which implements the so-called repeated
proving of subgoals.

Theideaof repeated proving consistsin dividing the
program into separate subgoals (called logica actors)
[4-9] that have the following properties:

(1) Common variables are the single channel of data
exchange between the actors.

(2) The proving of separate actors can be fulfilled
independently in arbitrary order.

(3) One can cancel the results of proving of any
actor while keeping al other subgoals of the program.

After canceling the results of the proving of the
actor, its proving can be repeated. Thus, one can imple-
ment amodification of reasoning. Thelogical inference
can be partialy modified. The results and the consecu-
tion of reasoning itself can be partly modified in the
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process and after thelogic inference. Thismakesit pos-
sible to eliminate the contradictions between the results
of the logical reasoning and new information.

We use the developed object-oriented syntactical
means (classes, inheritance, etc.) for structuring a
search space of logic programs [4-6, 9].

SYSTEMS OF LOGICAL ACTORS
AND DECLARATIVE SEMANTICS OF AGENTS

The most complicated and interesting problem to be
solved for implementing the idea of logical actors and
repeated proving is the development of control strate-
gies supporting repeated proving which are sound and
(if possible) complete. We have devel oped several con-
trol strategies supporting repeated proving.

One of thefirst control strategieswas created for the
execution of sequential logic programs with logical
actors. This strategy was described in detail in [5],
where the theorems about soundness and compl eteness
of this strategy were proved for logic programs without
looping.

Further experimentson visual logic programming of
intelligent agents have shown that it is expedient to
develop more complex concurrent control strategies as
well. To the present day, we have expanded our com-
puting model by introducing concurrent processes.
Each process is a system of logical actors. The pro-
cesses interact by using asynchronous messages of two
kinds[9]:

(1) the so-called direct messages (intuitively, they
correspond to asynchronous call of the predicates in
one concurrent process from another one);

(2) flow messages (corresponding to data transmis-
sion through the common variables of processes).

The composition of messages of these two kinds
helps us to describe the complex behavior of agents (or
systems of interacting agents) without means of syn-
chronization of concurrent processes. One can find a
detailed description of our methods of asynchronous
information exchange and process statesin [4, 9].

The main advantage of our expanded computing
model isthat it provides a declarative (model -theoretic)
semantics of concurrent logic programs. At the same
time, the strategy of concurrent programs with message
exchanging is not complete with respect to their model-
theoretic semantics. A strict definition of the model-
theoretic semantics of concurrent logical actors and a
theorem about the soundness of the actor mechanism
aregivenin[9].

The conditions under which the parallel logical pro-
gram is not only sound but also complete with respect
to its declarative semantics are a separate subject for
investigation. Obvioudly, this can be provided only if
rather strict limitations on the properties of separate
processes and on the system of processesasawholeare
fulfilled.
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(1) Each separate process (as a separate logic pro-
gram that computes some data) must be complete with
respect to its declarative semantics. In particular, the
absence of process cycling should be guaranteed.

(2) The procedures that compute data transmitted
from one process to another must be deterministic in
order that the compl eteness of logic inferenceisnot lost
due to the impossibility of backtracking from the
receiving process to the transmitting one.

(3) The information transmission between the pro-
cesses should be strictly one-directional. Only flow
messages should be used (this condition can be, in prin-
ciple, softened). The system of interacting processes
should have no feedback.

The systems of interacting processes complying
with these strict conditions are of great practical impor-
tance, because they describe the flow processing of data
received by a system of intelligent agents from outside.
The soundness and completeness properties ensure the
exhaustive search, i.e., guarantee all solutions that ful-
fill the given logical conditions.

IMPLEMENTATION AND PRACTICAL USE

We have created an object-oriented logic language
Actor Prolog on the basis of our mathematical appara-
tus (the definition of the language, including al new
means, is available at our Website [4]). We have also
introduced some special means that support program-
ming of Internet agents in recent versions of the lan-
guage:

(1) There are predefined classes implementing
HTTP and FTP protocols.

(2) There are means for visual programming based
on translation of Structured Analysis and Design Tech-
nigue (SADT) diagramsinto Actor Prolog [9].

(3) There are syntactical features supporting com-
ponent-oriented programming.

Now, we have aworking version of asystem of logic
programming of intelligent Internet agents on the basis
of the developed mathematical apparatus and Actor
Prolog player.

PERSISTENT AGENTS

All programs written in Actor Prolog are long-lived
or persistent. A user can at any moment save the state
of the operating program into a file and then restart it
from that point. Actor Prolog saves states of all objects
of a program, including the contents of text windows
and current positions of open files. This feature is of
great importance for Internet agents, because they oper-
ate during long periods of time. So, they can restore
their states in cases of hardware or software malfunc-
tionsin the computer system. Moreover, auser can save
the states of his/her agents, switch off the computer, and
go home at any time. One can also transfer an agent
from one computer to another viaaregular floppy disk.
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DEVELOPMENT OF THE METHODS AND TOOLS

COMPARISON WITH OTHER APPROACHES

The main advantage of our model and methods of
programming Internet agents is the use of control strat-
egies that support repetitively proving subgoals. The
method of repetitive proving provides (classical)
soundness of logic programs operating in a dynamic
environment as opposed to other approaches based on
Prolog extensions (e.g., LogicWeb, Minerva, and
DLP), constraint logic programming (e.g., Oz lan-
guage, etc.), and nonclassical logic (e.g., W-ACE and
Lygon). In fact, the developed method of repetitively
proving subgoals can be generalized and used for
implementing constraint logic programming and non-
classical logic programming. However, all those types
of programming themselves do not provide the classi-
cal model-theoretic semantics of the agents operating
in the dynamic environment.

We have implemented modifying reasoning, staying
within the framework of classica first-order logic.
Thus, our approach is free from the disadvantages of
non-monotonic logic systems, such as the absence of
general validity (inaclassical sense) of theinferred for-
mulas, the dependence of the result on the order of the
rules of inference, and the high probability of cyclingin
logic programs.

CONCLUSIONS

A mathematical apparatus of logic programming of
intelligent agents implementing information retrieval
and recognition in the highly structured dynamic envi-
ronment of the Internet is developed. It is based on
repetitively proving subgoals, which allows us to mod-
ify logical reasoning during and after operation of the
logic program by adjusting it to the newly arriving
information from the outside.

On the basis of the devel oped apparatus of the mod-
ifiable logical reasoning, we designed a parallel object-
oriented logical language Actor Prolog which ensures
the soundness of logic programs (intelligent agents)
operating under the conditions of permanent change
and updating of information. Actor Prolog supports
visual and component-oriented agent programming, as
well as persistent agents.
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